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ABSTRACT: Molten alkali-metal carbonates and hydroxides play important roles in the molten carbonate fuel cell and in Earth’s
geochemistry. Molecular simulations allow us to study these systems at extreme conditions without the need for difficult
experimentation. Using a genetic algorithm to fit ab intio molecular dynamics-computed densities and radial distribution functions,
as well as experimental enthalpies of formation, we derive new classical force fields able to accurately predict liquid chemical
potentials. These fitting properties were chosen to ensure accurate liquid phase structure and energetics. Although the predicted
dynamics is slow when compared to experiments, in general the trends in dynamic properties across different systems still hold true.
In addition, these newly parametrized force fields can be extended to the molten carbonate−hydroxide mixtures by using standard
combining rules.

1. INTRODUCTION
Molten alkali-metal carbonates and hydroxides have melting
points significantly above room temperature, often by several
hundred degrees. They have many attractive properties such as
high ionic and thermal conductivity, chemical stability, and low
vapor pressure.1,2 As a result, they are actively studied for
electrolytes in electrochemical batteries and fuel cells.3,4

Molten carbonate salts in the Earth’s mantle are present as
highly conductive phases that are known to play important
geophysical roles, including as a long-term deep storage
medium for carbon.1,5

In this article, we focus on obtaining force fields with
accurate chemical potentials for the carbonate and hydroxide
salts of the alkali-metals Li, Na, and K to develop a better
understanding of the electrolytes employed in molten
carbonate fuel cells (MCFCs). MCFCs are commercially
used for power generation, but they are also a promising
technology for recovering carbon dioxide (CO2) from flue
gases, for example, in natural-gas or coal-fired power plants,
refineries, chemical plants, etc.6−8

MCFCs use the electrochemical driving force of hydrogen
(H2) reacting with oxygen (O2) to concentrate CO2 on the

anode side while simultaneously generating electricity. The
electricity generated offsets the cost of CO2 capture, potentially
making this process more economical than traditional carbon
capture methods that use liquid amine absorbers.9,10 Most
MCFC electrolytes are binary eutectic carbonates, M1M2CO3,
with M1 and M2 typically being Li+/K+ or Li+/Na+.
During MCFC operation, CO2 and O2 form carbonate ions,

CO3
2−, in the electrolyte on the cathode side. The carbonate

ions travel via ionic conduction across the fuel cell to the
anode, where they react in the presence of H2 to form water,
releasing CO2. The resulting anode gas effluent contains highly
concentrated CO2 (∼70% dry basis)11 which can be further
purified and reused or sequestered. In addition to CO2 and O2,
water vapor is also typically present in MCFC cathode feeds. It

Received: March 24, 2020
Published: July 24, 2020

Articlepubs.acs.org/JCTC

© 2020 American Chemical Society
5736

https://dx.doi.org/10.1021/acs.jctc.0c00285
J. Chem. Theory Comput. 2020, 16, 5736−5746

D
ow

nl
oa

de
d 

vi
a 

U
N

IV
 D

E
 L

U
X

E
M

B
O

U
R

G
 o

n 
A

pr
il 

27
, 2

02
1 

at
 1

1:
08

:2
7 

(U
T

C
).

Se
e 

ht
tp

s:
//p

ub
s.

ac
s.

or
g/

sh
ar

in
gg

ui
de

lin
es

 f
or

 o
pt

io
ns

 o
n 

ho
w

 to
 le

gi
tim

at
el

y 
sh

ar
e 

pu
bl

is
he

d 
ar

tic
le

s.

https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Anirban+Mondal"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Jeffrey+M.+Young"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Timothy+A.+Barckholtz"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Gabor+Kiss"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Lucas+Koziol"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Athanassios+Z.+Panagiotopoulos"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/doSearch?field1=Contrib&text1="Athanassios+Z.+Panagiotopoulos"&field2=AllField&text2=&publication=&accessType=allContent&Earliest=&ref=pdf
https://pubs.acs.org/action/showCitFormats?doi=10.1021/acs.jctc.0c00285&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00285?ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00285?goto=articleMetrics&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00285?goto=recommendations&?ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00285?goto=supporting-info&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00285?fig=tgr1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00285?fig=tgr1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00285?fig=tgr1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jctc.0c00285?fig=tgr1&ref=pdf
https://pubs.acs.org/toc/jctcce/16/9?ref=pdf
https://pubs.acs.org/toc/jctcce/16/9?ref=pdf
https://pubs.acs.org/toc/jctcce/16/9?ref=pdf
https://pubs.acs.org/toc/jctcce/16/9?ref=pdf
pubs.acs.org/JCTC?ref=pdf
https://pubs.acs.org?ref=pdf
https://pubs.acs.org?ref=pdf
https://dx.doi.org/10.1021/acs.jctc.0c00285?ref=pdf
https://pubs.acs.org/JCTC?ref=pdf
https://pubs.acs.org/JCTC?ref=pdf


can react with CO3
2− in the electrolyte to exchange carbonate

and hydroxide ions, via the carbonate hydrolysis equilibrium in
eq 1.

+ ↔ +− −CO (l) H O(g) 2OH (1) CO (g)3
2

2 2 (1)

The equilibrium shifts to the right as CO2 is removed from
the cathode gas, especially when the MCFC is driven to
maximize CO2 removal from the cathode gas for carbon
capture. Therefore, in carbon capture operations, the electro-
lyte may actually be a mixed carbonate/hydroxide rather than a
pure carbonate phase. In a recent experiment, Rosen et al.
demonstrated that hydroxide can be a parallel charge carrier
when water is present in the cathode gas and CO2
concentrations are driven to a low level, e.g., <1 mol %.12

Because it transports charge but not CO2, this parallel
hydroxide route reduces the overall carbon capture efficiency.
Clearly, a better understanding of hydroxide formation in
carbonate melts and its effects on properties, especially ionic
conductivity and volatility, would be useful in the design of
new electrolytes that minimize noncarbonate charge transport.
Unfortunately, experimental characterization of the electrolyte
is challenging due to high operating temperatures (above 600
°C). Therefore, molecular simulations, particularly both ab
initio (AIMD) and classical molecular dynamics (MD), can
play a role in advancing our understanding of the challenging
problem of MCFC electrolytes reacting with a multi-
component gas phase.
In order to investigate the reaction equilibrium of eq 1 using

molecular simulations (reported in a separate paper13), the
concentration dependence of the chemical potential of
carbonate and hydroxide ions is required. Chemical potential
calculations require longer simulations than are currently
feasible with ab initio techniques. Classical MD can reach these
nanosecond time scales, but it needs force fields with accurate
energetics. Only a few force fields (FFs) have been reported in
the literature describing alkali-metal carbonates14−17 and
hydroxides18 and none to our knowledge describing mixed
carbonate/hydroxides. The most well-known FF for carbonates
was developed by Janssen and Tissen (JT)14 for the unary
Li2CO3, Na2CO3, and K2CO3 salts. They used a rigid model
for the carbonate ion, point charges (+1e on the cations and
−2e on the carbonate ions) for the Coulomb interaction, and
exponential repulsion for the ion cores. Model parameters were
fitted using ab initio interaction energies. Recently, significant
improvement toward an accurate description of the physical
properties of molten carbonates and their eutectic mixtures
came with the force fields of Corradini et al. (CR).16,17 They
used the Buckingham interaction potential (exponential
repulsion and 1/r6 attraction) with scaled Coulomb
interactions (total charges on each ion scaled by 0.821). The
van der Waals (vdW) parameters were manually optimized to
better reproduce not only densities but also AIMD-computed
radial distribution functions (RDFs). Importantly, the FF was
transferable to several properties not included in the fitting
data set, namely, self-diffusion constants, ionic conductivities,
and viscosities.
Since our goal is to investigate reaction equilibria, we need

to evaluate the existing force fields by their ability to predict
liquid phase chemical potential and density of unary carbonate
salts. While the JT model performs well in predicting chemical
potentials with a maximum deviation of ∼25 kJ/mol for
Na2CO3, it predicts a density 10−20% below experimental
values. On the other hand, the CR model is able to reproduce

good densities but gives a considerably more positive chemical
potential than experiments. Details of these comparisons are
provided in Section 3.3 below. Since neither of these force
fields can simultaneously give both accurate chemical potential
and density, we need a new set of force field parameters for the
carbonate salts.
One classical force field has been reported for molten

hydroxides. This model by Okazaki et al.18 assumes a rigid O−
H bond, and the interaction potential between atoms is given
by a sum of Buckingham type nonbonded term and 1/r4

interaction. Such a nontrivial potential function requires
additional modification within the simulation program to
account for the long-range interactions and is not compatible
with the existing carbonate potentials’ forms. Thus, there is a
strong need to obtain a force field for hydroxides that can be
used in combination with carbonate force fields in mixtures
relevant for MCFCs. This is one of the main objectives of the
current work.
In this work, we develop a consistent set of force fields to

treat both carbonates and hydroxides using the same functional
form and fitting procedure. We use these force fields to
compute several thermodynamic, structural, and transport
properties. This paper is organized as follows. Section 2
describes the computational details of AIMD simulations, force
field development, and classical MD simulations. Section 3
presents the parametrized force field and the results of our MD
simulations for the fitted properties set. We also compare the
accuracy of AIMD to the experimental densities of molten
carbonates and hydroxides. We then use the new force fields to
compute several properties not part of the fitting set, including
chemical potentials. Finally, Section 4 presents our con-
clusions.

2. METHODS

2.1. Ab Initio MD. All AIMD calculations were performed
using the PBE exchange-correlation functional19 with
Grimme’s D3 treatment of dispersion20 as implemented in
the CP2K program.21 A planewave cutoff of 800 Ry was used
throughout, with four multigrids to represent the density.
Atomic orbitals were represented by double-ζ polarizable
(DZP) basis functions of GTH.22,23 Simulations of the liquids
in the isothermal−isobaric (NPT) ensemble were performed at
1 bar using an isotropic unit cell according to the scheme of
Martyna et al.,24 with a time constant of 500 fs. Both NPT and
canonical (NVT) simulations utilized one chain of six Nose−́
Hoover thermostats25 and a 100 fs time constant. The
simulation temperatures were set to 1043.15, 1173.15, and
1213.15 K for Li2CO3, Na2CO3, and K2CO3, respectively,
whereas simulations were performed at 923.15 K for all studied
hydroxides. All AIMD calculations utilized a 1 fs MD time step.
Fully periodic unit cells containing 150 cations were used

throughout. The number of anions varied from 75 for pure
carbonates to 150 for pure hydroxides. For all AIMD
compositions, the total number of atoms was 450. Recently,
Bengston et al.26 showed that for Li, K, and Li/K eutectic
chlorides (broadly similar to carbonates), AIMD unit cells
containing approximately 216 atoms, with simulation times of
6−12 ps, were sufficient to converge properties including
density, thermal expansion, bulk modulus, and self-diffusion
constants. All compositions were equilibrated in the NPT
ensemble for 50 ps which was followed by production runs of
25 ps in the NVT ensemble to calculate the RDFs. Molten salt
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densities were computed from the average cell volumes over
the last 25 ps of the 50 ps NPT trajectory.
2.2. Force Field: Functional Form. For the proposed

classical force fields, the interaction energy between atom i and
j is computed as a sum of the Buckingham and Coulomb
interaction terms:

π
= − +

ϵ
−U A

C

r

q q

r
e

4ij ij
B r ij

ij

i j

ij
6

0

ij ij

(2)

where Aij and Bij describe the repulsive part of the interaction,
Cij is the dispersive part of the Buckingham interaction, rij is
the distance between the two atoms, and q is the charge on
each atom. The adjustable parameters consist of atom-centered
point charges {qi} (summing to +1e on cations, −1e on the
hydroxide ion, and −2e on the carbonate ion) and
Buckingham parameters {Aij, Bij, Cij}. Similar to the CR
model,16 we first reduced the number of parameters by limiting
Buckingham interactions to a subset of atom type pairs.
Specifically, Buckingham interactions were defined only for
M−OCO3

and OCO3
−OCO3

in carbonates (where M is one of Li,
Na, K) and M−OOH, OOH−OOH, and OOH−H in hydroxides.
All other interactions are purely Coulombic. This led to 13
independent parameters to be optimized for carbonates and 16
for hydroxides. We then fitted the three M2CO3 and three
MOH salts separately to AIMD densities, AIMD M−O and
O−O RDFs, and the experimental enthalpy of formation of the
liquid from separated gas-phase ions, ΔfH, as defined in
Section 1 of the Supporting Information. Fitting to density and
RDFs ensures accurate structure whereas ΔfH constrains the
intermolecular interactions to obtain accurate energetics.
2.3. Force Field: Parameter Optimization. The

numerical optimization of multiple independent variables is
challenging due to the strong couplings between different atom
types and between Coulomb versus dispersion interactions.
These factors must be balanced so that molecules remain in a
narrow range of intermolecular distances. The number of
physically realistic solutions is small relative to the parameter
space, in the sense that randomly generated parameters
overwhelmingly lead to nonphysical FFs, with unit cells either
collapsing or exploding within ∼100 fs. Local optimization
starting from random parameters was also inefficient since the
starting points are often far from local minima with
qualitatively good performance. Therefore, we decided to use
a genetic algorithm (GA) approach for parameter optimiza-
tion. GAs were recently shown to be an efficient stochastic
global optimization method for parametrizing force fields with
a large number of parameters (e.g., more than 10).27

Before starting the GA, we found it crucial to perform a
prescreening of the parameters to identify individuals with
higher quality than randomly generated parameters. We first
tried to perform local optimizations on the initial randomized
parameter sets, but in all test cases the nearest local minima did
not have qualitatively better performance than the initial guess.
We found it much more efficient to screen the randomized
vectors by single-point energies as shown in Figure 1. Starting
from random-valued trial parameters, we performed three test
calculations of increasing cost to remove unphysical parame-
ters as efficiently as possible. All the tests were started from
liquid configurations that were taken from AIMD trajectories
and then optimized to the nearest local minimum using density
functional theory (DFT).

In the first test, the liquid configuration from AIMD was
optimized using the trial FF parameters, and the average
energy per unit species (either unary carbonate, M2CO3, or
unary hydroxide, MOH) calculated by the trial FF was
compared to DFT. If the difference was within ±100 kJ/mol,
the parameters were retained. In the second test, a short NVT
MD simulation was performed (at the same density as AIMD),
and the M−M, M−O, and O−O RDFs were compared to
AIMD RDFs. If the average root-mean-square deviation
(RMSD) was below an arbitrary cutoff value, the parameters
were retained. We chose a cutoff of 0.1, based on visual
comparison of several FF RDFs to AIMD RDFs. In the third
test, the liquid density was computed from an NPT MD
simulation. If the density was within ±50 kg/m3 of AIMD, the
trial parameters were retained. Otherwise, they were discarded,
and the process was restarted with new trial parameters. Using
this workflow, we were able to screen through ∼107 guess
vectors to generate several thousand individuals that could be
used for the GA. Prescreening has very low computational cost
because it does not couple trial vectors and also can discard a
trial vector without evaluating the entire objective function.
Our approach for GA optimization is shown in Figure 2. We

started from an initial population of N trial parameters,
generated using the procedure in Figure 1. We then applied a
series of genetic operators to create a temporary population,
set to 10N. Offspring individuals were then created by
randomly selecting each parameter from one of two parent
individuals. In addition, mutations were introduced by
changing the value of a parameter by ±5% with a 10%
probability.
The fitness of offsprings was calculated according to a fitness

function, F, containing density, RDFs, and enthalpy
components:

= | − |F D Ddensity FF AIMD (3)

=

+

+

−

−

−

F
1
3

(RMSD (RDF )

RMSD (RDF )

RMSD (RDF ))

RDF FF,AIMD
M M

FF,AIMD
M O

FF,AIMD
O O

(4)

= |Δ − Δ |ΔF H HH f FF f Expf (5)

Figure 1. Schematic of the prescreening procedure for computing an
initial genetic algorithm (GA) population of force field vectors.
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where D, RMSD, and ΔfH correspond to densities, RMSD
between RDFs, and enthalpy of formation, respectively,
computed via 250 ps NPT and 250 ps NVT molecular
dynamics simulations with 75 M2CO3 or 150 MOH molecules
(same as in AIMD) according to the details in Section 2.5
below. The total fitness function is a weighted sum of the three
components

− = + + Δ ΔF w F w F w FH Hdensity density RDF RDF f f (6)

where the weights are necessary to account for different units.
Fdensity has units of kg/m

3, and wdensity equals 10
−3 (kg/m3)−1.

FRDF is unitless because RDFs are unitless, and wRDF = 1. FΔfH

has units of kJ/mol, and wΔfH equals 10−4 (kJ/mol)−1. Root-
mean square deviations (RMSDs) of the radial distribution
functions were calculated according to the following equation:

=
∑ −d d

N
RMSD

(RDF ( ) RDF ( ))d

d
FF,AIMD

FF AIMD
2

(7)

where d is a set of distances over which the RDFs were
evaluated, in the range of from 2.5 to 8.0 Å, with spacing 0.025
Å. In this expression, the superscripts labeling the RDF (M−O
or O−O) are omitted for clarity. The exact values of the
weights were unimportant as long as each term in eq 6 is of
similar magnitude; we found the GAs to evolve to very similar
parameters across a fairly broad range.
The population size for the GA was set to N = 500, with

temporary offspring populations of 5000, which was limited for
practical reasons of computational cost. Evolving one
generation of the GA thus required a 2.5 μs MD simulation
time. GAs were evolved for ∼10 generations, depending on
convergence behavior, at which point the fitness distribution of
the population became narrow and differences between
individual fitnesses were approximately within the error bars

of computed densities and RDFs due to the finite MD
trajectories. The most fit individuals after 10 generations
reproduced the AIMD densities to within about 1% and ΔfH
to within 10−20 kJ/mol. Since individual parameters have not
seen any local optimization, as a last step we performed local
optimization to converge ΔfH to <1 kJ/mol of the reference
values.

2.4. Intramolecular Potential. The oxygen−carbon−
oxygen angles and the improper dihedral in a CO3

2− ion were
parametrized from first-principles scans (density functional
theory, DFT-based) of the corresponding degrees of freedom
and then matching first-principles and force field potential
energy surfaces. All these calculations were performed at the
B3LYP/6-311g+(d,p) level of theory using the Gaussian16
program.28 For a given degree of freedom ϕ, constrained
geometry optimizations were carried out on an isolated ion
using both DFT and the force field levels, yielding the total
energies UDFT(ϕ) and UFF(ϕ), respectively. The missing force
field terms are then fitted to this difference using a quadratic
potential form, ϕ ϕ ϕ= −U k( ) ( )1

2 eq eq
2. Fits for the O−C−O

angle and O−C−O−O improper dihedral are shown in
Figures S1 and S2 of the Supporting Information. The
hydroxide O−H bond was treated as rigid.

2.5. Classical Molecular Dynamics. We employed the
GROMACS simulation program, v.2018,29,30 to perform
classical molecular dynamics simulations. The equations of
motion were integrated with a time step of 1 fs. The leapfrog
(MD) algorithm was used to integrate the equations of motion
in all simulations except when computing μvdW

EX (as defined later
in the Chemical Potential section) and the enthalpy of isolated
molecules. For these simulations, we employed an efficient
leapfrog stochastic dynamics (SD) integrator to integrate the
equations of motion. The SD integrator ensures a better
sampling of the states at which the inserted ion is weakly
interacting with the rest of the system or when a single ion is
present in the simulation cell. The long-range electrostatic
interactions were treated using a smooth particle mesh Ewald
technique with a real-space cutoff of 1.0 nm. For the
Buckingham interactions, long-range corrections to energy
and pressure were applied. The velocity-rescale thermostat31

was employed to maintain the temperature in simulations that
used the MD integrator, but all dynamical properties were
calculated from NVE simulations without a thermostat. For all
constant pressure simulations, the system pressure was
controlled by using the Parrinello−Rahman barostat.32 The
O−H covalent bond was constrained via the LINCS constraint
algorithm. All the physical properties were computed using a
system composed of 1000 cations and 500 carbonate or 1000
hydroxide anions.

2.6. Chemical Potential. The chemical potential (μ) of
the unary molten carbonate and hydroxide salts was calculated
by splitting μ as in eqs 8 and 9.

μ μ μ= Δ + Δ + ++ −G G2M CO f M
0

f CO
0

M CO
IG

M CO
EX

2 3 3
2

2 3 2 3 (8)

μ μ μ= Δ + Δ + ++ −G GMOH f M
0

f OH
0

MOH
IG

MOH
EX

(9)

Here ΔfG
0 represents the Gibbs free energy of formation for

each species from the standard state of each constituent atom,
μIG is the ideal gas part of the chemical potential, and μEX is the
excess part of the chemical potential. The free energy of
formation is tabulated for neutral species and monovalent
ions33 but must be calculated from quantum chemical

Figure 2. Schematic of the genetic algorithm workflow to optimize
M2CO3 or MOH parameter sets.
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simulations for the divalent carbonate ion. The ideal gas
chemical potential is a function of the simulation density and
can be written as

μ =
⟨ ⟩

RT
N kT

P V
3 ln

4
M CO
IG M CO

0 M CO
2 3

3
2 3

2 3

i

k
jjjjjj

y

{
zzzzzz

(10)

or

μ =
⟨ ⟩

RT
N kT

P V
2 lnMOH

IG MOH

0 MOH

i
k
jjjjj

y
{
zzzzz (11)

for carbonate and hydroxide, respectively. Here R is the gas
constant, T is the temperature, N is the number of carbonate
or hydroxide molecules, k is Boltzmann’s constant, P0 is the
reference pressure at which ΔfG

0 is taken, and ⟨V⟩ is the
equilibrium simulation volume. The expressions for the ideal
gas chemical potentials of the neutral salt molecules are
obtained by summing the chemical potentials of each ion in
the molecule.
The excess chemical potential was calculated for the molten

salts using Bennett’s acceptance ratio (BAR).34 For this
calculation, the excess chemical potential is split into two
pieces:

μ μ μ= +EX
vdW
EX

Coul
EX

(12)

where μvdW
EX is the contribution from the Buckingham

interactions and μCoul
EX is the contribution from the Coulomb

interaction. A neutral salt molecule (M2CO3 or MOH) is
inserted into the simulation in 37 steps over two stages
corresponding to the two parts of μEX in eq 12. The
interactions of the inserted molecule with the rest of the
system are scaled as in eq 13.

λ λ λ
π

= − +
ϵ

−U A
C

r

q q

r
e

4ij A ij
B r

C
ij

ij
q

i j

ij
6

0

ij ij

(13)

First, the non-Coulomb interactions are turned on by scaling
the A parameter exponentially for 11 steps by λA, where

λ = −
−

λe 1
e 1A

10

10 (14)

and λ = {0, 0.1, ..., 0.9, 1}. The attractive part of the potential is
then added in six steps by scaling C linearly with λC = {0, 0.2,
..., 0.8, 1}. The free energy change between each step is
calculated using BAR, and the sum over all 16 steps gives μvdW

EX .
The Coulomb interactions are added in the second stage in 21
steps, scaling the charge by λq = {0, 0.11, 0.22, ..., 0.55, 0.6,
0.65, 0.7, 0.725, 0.75, ..., 1}. The free energy change from this
insertion adds up to μCoul

EX .
2.7. Formation Free Energy. Since there are no tabulated

values for the free energy of formation of the carbonate ion, we
employed quantum chemical simulations to compute ΔfG

0. All
gas-phase quantum chemical calculations were performed
using the Gaussian16 program.28 To determine the most
accurate method, we tested the predictions of several quantum
chemical methods for the ΔfG

0 of water, carbon dioxide, and
the hydroxide ion and validated against the available
experimental data.33 Based on our results, the G3MP2 method
showed the best agreement with the reported thermochemical
values and was used to calculate the ΔfG

0 of the carbonate ion.
Details of these calculations and the validation can be obtained
elsewhere.13 The formation free energy of CO3

2− obtained at

the G3MP2 level is −130.12 kJ/mol at 923.15 K. All
thermochemical values for the different species investigated
here are provided in Table S2 of the Supporting Information.

2.8. Dynamic Properties. In order to validate the
developed force fields, the ionic conductivity (σ) and viscosity
(η) were calculated from the Green−Kubo expressions,35−37

given in eqs 15 and 16, respectively.

∫σ = ·
∞

VkT
t tj j

1
3

(0) ( )d
0 (15)

∫η =
∞V

kT
t tP P

10
(0): ( )d

0 (16)

In these equations, V represents the simulation volume, j is
the electric current vector, and P is the pressure tensor.
To avoid any influence from a thermostat or barostat, the

conductivity, viscosity, and diffusion coefficients were calcu-
lated in the NVE ensemble. First, the correct system volume
for a pressure of 1 bar was determined from a 5 ns NPT
simulation. Then, at the equilibrium volume, the system was
equilibrated to the correct temperature in the NVT ensemble
for 1 ns. Finally, the production runs were performed for 5 ns
in the NVE ensemble. To ensure that energy was conserved,
the NVE simulations were performed using GROMACS,
v.2018, compiled with double precision. The uncertainty of
these properties was determined by block averaging over five 1
ns blocks.
To capture the short-time behavior of the autocorrelation

functions in eqs 15 and 16, the current and pressure tensor
were output at every simulation step (1 fs). As can be seen in
Figure S3 of the Supporting Information, the integral of the
current autocorrelation function converged within 0.5 ps for
the conductivity calculation. The autocorrelation function was
calculated for 3 ps intervals, with starting points separated by
0.1 ps. The reported conductivities are the average value of the
cumulative integral between 1 and 3 ps. For the viscosity, the
integral in eq 16 converged in less than 15 ps for all of the salts,
as seen in Figure S4 of the Supporting Information. The
autocorrelation function was calculated for 30 ps intervals, with
starting points separated by 0.1 ps. The reported viscosities are
the average value of the cumulative integral between 20 and 30
ps.
Diffusion coefficients for each species were determined by a

linear fit to the mean-squared displacement (MSD). The MSD
was fit linearly between 100 and 900 ps for each 1 ns block.
The fit was weighted based on the number of MSD points
averaged for each time. Plots of the MSD for each species are
given in Figures S5 and S6, showing that the system was in the
diffusive regime over this time interval.

3. RESULTS AND DISCUSSION
3.1. AIMD Densities and RDFs. Table 1 shows the AIMD

computed densities of unary and binary carbonates and for the
unary hydroxides. As Table 1 demonstrates, AIMD-computed
densities are in overall good agreement with the available
experiments. The densities appear to be systematically
underestimated, which could be due to inaccuracies in the
approximate PBE-D3 functional. With the exception of refs 38
and 39, all reported measurements of molten MOH densities
are within 3% of the AIMD computed values. We therefore
conclude that AIMD can reasonably predict densities of
molten alkali-metal carbonate and hydroxide salts. Due to the
experimental scatter in the MOH densities, we used AIMD-
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computed densities for parametrization of our M2CO3 and
MOH force fields.
The good predictions of density provided by AIMD also give

credence to the computed RDFs. The AIMD M−O and O−O
RDFs, computed at the densities in Tables 1, are shown in
Figure 3. The M−O RDFs show a clear first coordination shell
for both carbonates and hydroxides. There is a clear trend in
metal−oxygen distances increasing from Li to Na to K, as
expected due to the increase in ionic radius going down the
periodic table. Besides the intramolecular peak for carbonates,
the O−O RDFs are much less structured, as would be expected
from a mostly repulsive interaction.
3.2. GA Force Field Parametrization. Using the AIMD

densities shown in Table 1, the AIMD RDFs shown in Figure
3, and the experimental enthalpy of formation from Table S1
of the Supporting Information, we performed two separate GA
optimizations to generate the FFs, one for M2CO3 and one for
MOH. Figure 4 shows the histogram of fitness values for the
first 7 of the 10 GA generations for the MOH parameters. The
optimization of the carbonate parameters showed very similar
behavior.

The initial population, which was created through the
prescreening as detailed in Figure 1, shows a broad distribution
of fitness values. Even one generation of GA significantly
improved the fitness distribution. It is apparent that swapping
traits between reasonably fit individuals is an efficient
optimization strategy. This likely suggests that individual traits
are not strongly coupled. For example, if one vector has
superior M−O traits (e.g., RDF) and another vector has
superior O−O traits, then it is often possible to create an
offspring vector with M−O and O−O traits that are both
superior, leading to higher total fitness than both parents. As
can be seen in Figure 4, further generations both increase
overall fitness and narrow the fitness diversity. After about 5−6
generations, further improvements are small. One possible
reason for this is that at this point the fitness differences
between individuals become approximately the same as the
error in the density, RDF, and ΔfH calculations due to a finite
MD simulation time. A more detailed study of GA method
efficiency would be highly informative but is beyond the scope
of this work. For now, we conclude that GAs provide an
attractive way to parametrize force fields for molten salts with
large numbers of parameters.
All the nonbonded interaction potentials in molten

carbonates and hydroxide parametrized in this work are

Table 1. Comparison of Experimental and AIMD Densities
of Molten Carbonates and Hydroxidesa

system T (K) exptl (kg m−3) AIMD (kg m−3)

Li2CO3 1043.15 181340 1794 (−1.0%)
Na2CO3 1173.15 195340 1911 (−2.1%)
K2CO3 1213.15 187840 1876 (−0.1%)
Li0.6K0.4CO3 923.15 193840 1877 (−3.1%)
Li0.5Na0.5CO3 923.15 196140 1920 (−2.5%)
LiOH 923.15 136241,b 1387 (1.8%)
NaOH 923.15 1644c 1629 (−0.9%)
KOH 923.15 1642;41 172738 1619 (−1.4%; −6.3%)

aQuantities in parentheses are the percent difference in AIMD values
from experiment. bExtrapolated above experimental temperature
range. cAverage of five experimental values: 1655,41 1757,38 1635,42

1591,43 and 1580.39

Figure 3. AIMD-computed radial distribution functions for molten alkali-metal carbonates (top panel) and hydroxides (bottom panel). Left: M−
O; right: O−O RDFs.

Figure 4. Histograms of population fitnesses with increasing number
of generations, for GA optimization of MOH (M = Li, Na, K).
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tabulated in Tables 2 and 3. The bonded force field parameters
parametrized in this study are summarized in Table 4.

3.3. GA Force Field Predictions. Figure 5 compares the
temperature dependence of the density of the GA force field
with one set of experiments and AIMD. For all of the salts, the
GA force field agrees with AIMD to within 20 kg/m3.
However, the experimental results for some salts, especially
LiOH and Na2CO3, differ by ∼2% from the results of the GA
force field and AIMD. However, these differences are
comparable in magnitude to the scatter in experimental values
seen for the other salts.38−44

The CR and JT carbonate models are also plotted for
comparison. The CR model performs similarly to the GA force
field, but the JT model predicts a density 10−20% below that
of the other force fields. The thermal expansion coefficient is
predicted well by all carbonate force fields, but it is
overestimated by the GA force field for KOH and under-
estimated for LiOH.
The chemical potential of the molten salts is a key property

for the force field since it is necessary for the calculation of
thermodynamic properties such as reaction equilibria. The

chemical potential of the GA model is compared with
experimental values from the NIST-JANAF thermochemical
tables in Figure 6. The GA force field performs well for all of
the salts, with a maximum deviation of ∼12 kJ/mol for K2CO3,
indicating that fitting the density, RDF, and enthalpy of
formation is sufficient to ensure accurate chemical potentials.
This is an important observation, suggesting that the
(expensive) chemical potential calculations need not be
performed repeatedly during parameter optimization. The JT
model14 is slightly worse than the GA results, while the CR16,17

force field gives considerably more positive chemical potentials
than the experiments, with typical deviations of more than 200
kJ/mol. Since the CR model uses scaled charges, the
magnitude of the free energy change from inserting a molecule
will be smaller since less charge is inserted into the system.
Therefore, the chemical potential will be overpredicted. This
observation motivated our choice of full charges for the ions in
the GA force field. While using scaled-charge models is a
common method to correct for lack of polarizability in classical
electrolyte force fields,45 their use is detrimental to other
properties, for example, the modeling of chemical reaction
equilibria among charged species in condensed phases.
Tables 5 and 6 give the viscosity and the ionic conductivity,

respectively, of the unary salts and mixed carbonates. The
viscosity of the GA models is always higher than that of
experiments. Conversely, the ionic conductivity of the GA
force field is always lower than that of experiments. Both of
these deviations indicate that the dynamics in the simulation
are slower than they should be. It has been observed previously

Table 2. Atomic Site Charges (q) for Different Atom Types
in the Alkali Carbonate and Hydroxide Molecules
Parameterized in This Work

atom type charge, q(e)

C1 (C in CO3
2−) 1.44640

O1 (O in CO3
2−) −1.14880

H1 (H in OH−) 0.27696
O2 (O in OH−) −1.27696
Li 1.0
Na 1.0
K 1.0

Table 3. Nonbonded Force Field Parameters Aij and Bij for
the Repulsive and Cij for the Dispersive Terms of the
Interaction Potential in Eq 2a

pair Aij (kJ/mol) Bij (nm
−1) Cij (kJ nm

6/mol)

O1−O1 2.69 × 106 46.35 1.90 × 10−3

O1−Li 1.24 × 105 40.65 3.10 × 10−5

O1−Na 2.57 × 105 39.23 3.42 × 10−4

O1−K 1.74 × 105 32.63 3.80 × 10−3

O2−O2 2.87 × 106 52.61 9.61 × 10−4

O2−Li 4.91 × 104 34.48 2.61 × 10−4

O2−Na 9.42 × 104 31.86 3.18 × 10−3

O2−K 1.37 × 105 30.15 6.32 × 10−3

O2−H1 3.02 × 106 60.41 6.08 × 10−4

aAll Buckingham pair parameters not shown are set to zero.

Table 4. Harmonic Potentials for the Bonded Terms in
Carbonate and Hydroxide Ionsa

bond req (nm) keq (kJ/mol)

C1−O1 0.130 6.12 × 105

O2−H1 0.098 
angle θeq (deg) keq (kJ/mol/rad2)

O1−C1−O1 120.0 1.19 × 103

dihedral θeq (deg) keq (kJ/mol)

O1−C1−O1−O1 180.0 2.68 × 102

akeq is not specified for the rigid bonds.

Figure 5. Density of molten salts obtained from simulations
employing the optimized force field (GA) parameters and compared
against ab initio molecular dynamics (AIMD), existing carbonate force
fields, and experimental data. Empty circles and dashed line, GA force
field; crosses, AIMD; triangles, Corradini et al.;16,17 squares, Janssen-
Tissen;14 and solid lines, experiment.40 Top panel: molten carbonates;
bottom panel: molten hydroxides.
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for both ionic liquids45 and electrolyte solutions46 that
dynamics of full-charge models tend to be too slow relative
to scaled charge models. This is illustrated by the CR model
which shows a better prediction of viscosity (3.04 cP) and
ionic conductivity (228.4 S/m) than the GA force field for
Li0.62K0.38CO3 at 1100 K.

16 However, since the deviations from
experiments are consistent across the different salts for the GA

force field, conclusions on relative trends still hold true for
dynamic properties. The quantitative values for the GA force
field are an average of 30% lower for conductivity (with a
standard deviation of 12%) and 58% higher for viscosity (with
a standard deviation of 30%).
The diffusion coefficient of each ion is given in Tables S3

and S4 of the Supporting Information. Experimental results
could only be found for Na2CO3. At a temperature of 1197.9
K, the experimental diffusion of the Na+ ion is 6.02 × 10−5

cm2/s and that of the CO3
2− ion is 3.30 × 10−5 cm2/s.47 The

GA force field predicts diffusion coefficients of 3.74 × 10−5 and
1.24 × 10−5 cm2/s for these ions, respectively. The
experimental values are both higher than the simulations,
indicating that again the dynamics are slow for full-charge
models.
The ultimate aim for the force fields parametrized here is to

compute the reaction equilibrium and transport properties of
hydroxide−carbonate mixtures.Therefore, to test the applic-
ability of these force fields to mixtures, we compared the
densities of sodium carbonate−hydroxide and potassium
carbonate−hydroxide mixtures as a function of hydroxide
concentration against experimental measurements in Figure 7.
We used Mason−Rice combining rules48,49 for the hydroxide−
carbonate cross-interactions (arithmetic mean for the size and
geometric mean for the energy parameters). These combining

Figure 6. Chemical potential of molten salts obtained from
simulations employing the optimized force field (GA) parameters
and compared against experimental data.33 Top panel: molten
carbonates at 1200 K compared with other existing carbonate models,
JT,14 and CR.16,17 Bottom panel: molten hydroxides at 923.15 K.
Uncertainties for the GA force field represent one standard error.

Table 5. Viscosity, η (cP), and Percent Deviation, Δη (Δη =
100(ηsim − ηexp)/ηexp), from Experiment40 of Molten Salts
and Eutectic Compositions Obtained from Simulations
Employing the Optimized Force Field (GA) Parametersa

system T (K) ηexp ηsim Δη (%)

Li2CO3 1101 4.9 7.3 ± 0.7 50
Na2CO3 1198 3.4 4.3 ± 0.1 25
K2CO3 1180 3.0 4.1 ± 0.2 37
Li0.4K0.6CO3 1100 3.3 6.2 ± 0.4 89
Li0.6K0.4CO3 1103 3.5 7.1 ± 0.2 103
Li0.5Na0.5CO3 1106 4.1 6.4 ± 0.4 57
Na0.5K0.5CO3 1105 3.9 5.3 ± 0.3 36
LiOH 805  2.2 ± 0.1 
NaOH 710 2.4 3.6 ± 0.1 52
KOH 839 0.9 1.7 ± 0.1 78

aUncertainties represent one standard error.

Table 6. Ionic Conductivity, σ (S/m), and Percent
Deviation, Δσ = (Δσ = 100(σsim − σexp)/σexp), from
Experiment40 of Molten Salts and Eutectic Compositions
Obtained from Simulations Employing the Optimized Force
Field (GA) Parametersa

system T (K) σexp σsim Δσ (%)

Li2CO3 1101 482 269 ± 22 −44
Na2CO3 1198 313 223 ± 9 −29
K2CO3 1180 205 174 ± 6 −15
Li0.4K0.6CO3 1100 201 139 ± 5 −31
Li0.6K0.4CO3 1103 240 134 ± 12 −44
Li0.5Na0.5CO3 1106 325 187 ± 10 −43
Na0.5K0.5CO3 1105 207 145 ± 5 −30
LiOH 805  627 ± 35 
NaOH 710 316 288 ± 5 −9
KOH 839 348 252 ± 3 −28

aUncertainties represent one standard error.

Figure 7. Density of sodium carbonate−hydroxide and potassium
carbonate−hydroxide mixtures as a function of hydroxide ion
concentration. The solid lines represent experiments while symbols
show simulated values. The simulation uncertainties are smaller than
the data points.
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rules are sufficient since the interactions between the
negatively charged carbonate and hydroxide ions are expected
to be dominated by Coulomb repulsion. Based on the available
experimental data, the simulation temperature for the sodium
and potassium salt mixtures was set to 923.15 and 1000.0 K,
respectively. The system size used for these simulations was as
close to 1000 cations as possible to reach the concentrations at
which experimental data were available.
Figure 7 reveals a very good agreement between the

computed density and the experimental values, with a
maximum deviation of ∼1.4%. The deviation remains
approximately constant as the composition changes, justifying
our choice of cross-interaction parameters between carbonate
and hydroxide ions. The difference in densities of the pure
hydroxide systems is expected because the force field was fit
against the ab initio density instead of experimental data.
Therefore, the force fields presented in this work can also be
used to model mixed carbonate−hydroxide systems.

4. CONCLUSIONS
Since the existing JT14 and CR16,17 models were found to be
inadequate in simultaneously predicting chemical potential and
density for carbonates, and since there are no force fields
available to describe mixed carbonate−hydroxide melts, in this
work we parametrized a new classical force field for molten
alkali-metal carbonate and hydroxide salts. Our force field is
able to accurately predict both liquid phase chemical potential
and density because of the rigorous optimization process
utilized during force field development. Unlike previous
models, it is capable of describing chemical potentials of the
charged species in condensed phases.
We employed AIMD computed densities, RDFs, and

experimental enthalpy of formation to optimize the force
field parameters. The AIMD computed densities are in
agreement with experiments, implying that PBE-D3 is a
reliable choice for molten salts. In order to obtain the correct
chemical potential for the salts, we included the liquid enthalpy
of formation as a fitting property since enthalpy is an important
component in chemical potential. We chose a genetic
algorithm for the optimization because the force fields involve
a large set of parameters. The genetic algorithm was able to
reliably reproduce the fit properties within 5−6 generations.
This illustrates the efficiency of genetic algorithms over manual
tuning of parameters.
We found that full charges on ions are required to obtain

chemical potentials for molten phases comparable to experi-
ments. This motivated our selection of full charges for the
carbonate and hydroxide ions. The disadvantage of this choice
is that a full charge force field has slower dynamics than
experiments. The GA force field underestimates the ionic
conductivity by an average of 30% and overestimates viscosity
by 58% on average. However, the deviation in transport
properties is consistent across different systems, allowing for
predictions of relative trends in these properties. Polarizability
is likely required for a force field to correctly predict both
chemical potential and dynamics for molten salts, as seems to
be also the case for electrolyte solutions.46

The accuracy of this force field for pure chemical potentials
as well as for the carbonate−hydroxide mixture density
suggests that these parameters are applicable for investigating
the carbonate−hydroxide mixture reaction equilibrium in eq 1,
as we report in a separate paper.13 The accurate mixture
behavior will also allow for future study of trends in transport

properties for carbonate−hydroxide mixtures. The protocol
presented here illustrates a reliable path for obtaining force
field parameters for ionic systems with accurate thermody-
namic properties.
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