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Abstract

It has been recently suggested that hydroxide ions can be formed in the electrolyte

of molten carbonate fuel cells when water vapor is present. The hydroxide can

replace carbonate in transporting electrons across the electrolyte, thereby reducing

the CO2 separation efficiency of the fuel cell although still producing electricity. In

this work, we obtain the equilibrium concentration of hydroxide in five molten alkali

carbonate salts from molecular simulations. The results reveal that there can be a

substantial amount of hydroxide in the electrolyte at low partial pressures of CO2. In

addition, we find that the equilibrium concentration of molecular water dissolved in

the electrolyte is over two orders of magnitude higher than that of CO2. Increasing

the size and polarizability (or in other words reducing the “hardness”) of the cations

present in the electrolyte can reduce the hydroxide fraction, but at the cost of lower-

ing ionic conductivity.
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1 | INTRODUCTION

In an era of rising energy demand associated with the need to reduce

greenhouse gas emissions, molten carbonate fuel cells (MCFCs) have

emerged as a potential solution for removing CO2 from flue gases.1-3 In

addition to extracting CO2, MCFCs are able to generate electricity at high

fuel-to-energy conversion efficiency.4,5 The value of the electricity gener-

ated in this process offsets the costs of carbon capture, potentially mak-

ing MCFCs one of the most promising technologies for the generation of

clean energy from fossil fuels. MCFCs can also produce low greenhouse

gas hydrogen as a co-product, further enhancing the value proposition.6,7

An MCFC consists of a porous lithiated NiO cathode, a matrix

separator containing the bulk of the electrolyte, and an anode made

from a Ni based alloy.8-10 MCFC electrolytes are typically based on

eutectic mixtures of Li/Na and Li/K carbonates. These eutectic

mixtures have melting points 200–300�C below that of the pure car-

bonates, allowing MCFCs to operate at lower temperatures around

600�C. In MCFC operation, CO2 and O2 from the flue gas are passed

over the porous cathode, where they dissolve into the electrolyte.

Upon oxygen reduction, the two species combine to form carbonate

ions (Equation 1). This carbonate is then transported through the

matrix to the anode, where it is reduced in the presence of hydrogen

(Equation 2). The exact mechanism of this reaction has been discussed

in the literature, and is not the subject of the current work.11,12

Cathode : CO2 +
1
2
O2 +2e

− !CO2−
3 ð1Þ

Anode : H2 +CO
2−
3 !H2O+CO2 +2e

− ð2Þ

However, recent experiments have revealed a parallel oxygen

reduction mechanism when operating at low CO2 gas-phaseJeffrey M. Young and Anirban Mondal contributed equally to this work.

Received: 8 May 2020 Revised: 9 July 2020 Accepted: 11 July 2020

DOI: 10.1002/aic.16988

1 of 10 © 2020 American Institute of Chemical Engineers AIChE J. 2021;67:e16988.wileyonlinelibrary.com/journal/aic

https://doi.org/10.1002/aic.16988

https://orcid.org/0000-0001-8879-5132
https://orcid.org/0000-0003-3029-8840
https://orcid.org/0000-0002-8152-6615
mailto:azp@princeton.edu
mailto:lucas.koziol@exxonmobil.com
http://wileyonlinelibrary.com/journal/aic
https://doi.org/10.1002/aic.16988
http://crossmark.crossref.org/dialog/?doi=10.1002%2Faic.16988&domain=pdf&date_stamp=2020-08-13


concentration and high current density.13 Measurements suggest a

net consumption of water at the cathode, caused by water reacting

with oxygen to produce hydroxide ions.

1
2
O2 +H2O+2e− !2OH− ð3Þ

In this alternate electrochemical process, it is the hydroxide ions

that are transported from cathode to anode instead of carbonate.

While this process still contributes to power generation, it does not

contribute to CO2 capture from the cathode feed and thus reduces

the carbon capture efficiency of the cell. Previous studies have

emphasized the role of hydroxide ions as an intermediate reactant

and as the principal water-derived species in molten carbonates.14,15

Hydroxide ions have also been implicated in cell degradation through

the evaporation of alkali hydroxide species.16 Although the cathode

reactions may be kinetically limited, understanding the carbonate-

hydroxide reaction equilibrium in molten carbonates is an appropriate

first step towards understanding the overall process.

Experimentally, investigating the key interactions governing the

carbonate-hydroxide equilibrium is challenging because MCFCs oper-

ate at high temperatures, approximately 600–650�C, and spectro-

scopic measurements at those conditions are difficult.17 In light of this

challenge, computational approaches are an attractive alternative. A

number of methods have been proposed for the calculation of chemi-

cal reaction equilibria using molecular simulations. These include reac-

tion ensemble Monte Carlo,18 reactive force fields,19 and reaction

ensemble molecular dynamics (ReMD).20 The reaction ensemble

Monte Carlo method adds a move to Monte Carlo simulations that

exchanges the reactant and product species of a reaction. However,

this move is difficult in dense systems, especially if the reacting spe-

cies are large.18 Reactive force fields are classical force fields that

allow formation and dissociation of chemical bonds. These simulations

can give reaction rates as well as equilibrium compositions, assuming

that the accessible simulation timescales match the kinetics of the

system in question. However, reactive force fields are challenging to

parameterize.21 An alternative method is the recent ReMD implemen-

tation by Smith and Qi which permits the calculation of chemical reac-

tion equilibria in dense systems using atomistic molecular models.20 In

this method, the chemical potentials of the reacting species are calcu-

lated at a guess for the equilibrium composition, and then an ideal

solution approximation is used to estimate the true equilibrium con-

centration. This process is repeated until the composition converges.

The key advantage of Smith and Qi's ReMD method is that chemical

potentials of large molecules and ions can be computed from molecu-

lar dynamics, even in dense fluid phases. We therefore utilized a simi-

lar ReMD method in this work, as described in the method section.

This work is divided into four parts. The introduction is followed

by the details of the force fields used to model carbonate, hydroxide,

CO2, and H2O. Then we describe the simulation methods employed

to calculate the chemical reaction equilibria, standard state free

energy of formation, and chemical potentials. In the subsequent sec-

tion, we calculate the dependence of the carbonate-hydroxide

chemical reaction equilibrium on CO2 partial pressure and cation com-

position, and we determine the concentration of dissolved molecular

H2O and CO2 in the electrolyte. The last section summarizes our find-

ings and provides the implications for MCFCs.

1.1 | Models

A handful of force fields exist for modeling molten alkali metal carbon-

ates and hydroxides.22-27 However, most of these models have short-

comings when trying to simultaneously describe physical properties

(e.g., density, diffusivity, conductivity, viscosity, etc.) and chemical

potentials. In an accompanying work, we have parameterized new

force fields for alkali carbonate and hydroxide electrolytes that accu-

rately reproduce both thermodynamic and transport properties.28

Specifically, these models predict the experimental chemical poten-

tials of the pure carbonate and hydroxide salts to within �1kT.

To enable accurate chemical potential calculations, all ions in our

model possess full charges. The model assumes a rigid hydroxide bond

and a fully flexible carbonate molecule including harmonic bond and

angle terms and a 4-center torsion. The intermolecular cation–cation

interaction is represented by Coulomb repulsion, while cation-anion and

anion-anion interactions are represented by a combination of

Buckingham and Coulomb terms. Mason-Rice combining rules, which

are analogous to the Lorentz-Berthelot rules for the Lennard-Jones

potential, are used for the hydroxide-carbonate cross-interactions

(arithmetic mean for the size and geometric mean for the energy param-

eters).29,30 The functional forms of the interactions and combining rules

are given in Equations (1)–(4) of the Supporting Information (SI).

We model CO2 and H2O interactions with the electrolyte using

literature force fields and Mason-Rice combining rules. Both species

are described by point-charge plus Buckingham interactions. Specifi-

cally, the interaction parameters for CO2 are taken from Tsuzuki

et al31 and Cygan et al32 A recently parameterized TIP3P style

Buckingham potential is adopted to model H2O.33 While the C O

covalent bonds in the CO2 molecule are treated as flexible bonds, the

O H bonds and angles in the H2O molecule are assumed to be rigid.

Mason-Rice combining rules lend the Buckingham cross interaction

parameters between CO2, H2O, and the cations by using an effective

cation–cation interaction computed from reversing the combining

rules on the cation-carbonate parameters. Because the CO2 and H2O

force fields are not parameterized for these conditions, we do not

expect the results to be quantitatively true. Having said that, we must

also mention that the performance of the pure H2O and CO2 poten-

tials at high temperatures is not the best measure of the performance

of the potentials in the molten carbonate and hydroxide. The simula-

tions performed in this work involve only a single H2O or CO2 mole-

cule in a system of large number of ions, so the important parameters

are the cross interactions between the inserted molecule and the car-

bonate, hydroxide, and the alkali cations. Therefore, we expect that

these models will still provide at least rough estimates of the dissolved

gas concentrations. All bonded and non-bonded force field parame-

ters utilized in this study are tabulated in Tables S1–S3.
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2 | METHODS

2.1 | Chemical reaction equilibrium calculations

The goal of this work is to determine the equilibrium concentra-

tions of hydroxide and carbonate ions in MCFC electrolytes as a

function of the partial pressure of CO2 and H2O. Subtracting Equa-

tions (1) and (3) yields the carbonate hydrolysis equilibrium which

gives a relation between the concentrations of CO2−
3 and OH− in

the melt.

CO2−
3 lð Þ+H2O gð Þ$2OH− lð Þ+CO2 gð Þ ð4Þ

A chemical reaction is at equilibrium when the sum of the chemi-

cal potentials of the products is equal to that of the reactants, or for

the case of carbonate hydrolysis,

μCO2−
3 ,l + μH2O,g =2μOH− ,l + μCO2,g ð5Þ

where μ is the chemical potential of each species. To compute this

chemical potential, we can break it up into three components:

μ=Δ fG
0 + μIG + μEX ð6Þ

where ΔfG
0 is the standard formation free energy of the ideal gas spe-

cies, μIG is the ideal gas part of the chemical potential, and μEX is the

excess chemical potential. While the ΔfG
0 values for most neutral

molecules and monovalent ions can be readily found in the literature,

they are not available for divalent ions, such as carbonate.34 There-

fore, the value for the CO2−
3 ion must be determined by other means,

such as quantum chemical calculations.

The ideal gas chemical potential is given by

μIG =RTln
NkT
P0 Vh i
� �

ð7Þ

where hVi is the simulation volume, R is the ideal-gas constant, T is

the absolute temperature, N is the number of molecules in the simula-

tion cell, k is the Boltzmann constant, and P0 is the reference pressure

at which ΔfG
0 is determined. The excess chemical potential can be cal-

culated for a given force field from classical molecular dynamics simu-

lations, as explained in the following section.

To calculate the reaction equilibrium in Equation (5), we make

two simplifying assumptions: (1) only alkali hydroxide and carbonate

are present in the electrolyte, and (2) the vapor phase follows the ideal

gas law. The first assumption means that the dissolved concentrations

of typical cathode feed components, such as CO2, H2O, O2, and N2

are negligible and that other potential reactions, such as formation of

pyrocarbonate35-37 or reduced oxygen species,38,39 do not introduce

significant concentrations of additional species.

Because we assume that the gas phase is an ideal gas, we can set

the excess chemical potential equal to zero for the gaseous CO2 and

H2O. This leaves us with

μH2O =Δ fG
0
H2O

+RTln
PH2O

P0

� �
ð8Þ

and

μCO2
=Δ fG

0
CO2

+RTln
PCO2

P0

� �
ð9Þ

where PH2O and PCO2
are the partial pressures of water and CO2 in

the gas, respectively. Typically the partial pressure of water is nearly

constant in the fuel cell, but the partial pressures of O2 and CO2

decrease from the inlet to outlet as they are removed from the gas

phase. Therefore, we can solve Equations (5), (8), and (9) for PCO2
.

PCO2 = P0exp Δ fG
0
H2O

+RTln
PH2O

P0

� �
+ μCO2−

3
−2μOH− −Δ fG

0
CO2

� �
1
RT

� �� �
ð10Þ

At a given PH2O , the only unknowns in Equation (10) are μCO2−
3

and μOH− as a function of the concentrations of carbonate and

hydroxide in the melt. To calculate these chemical potentials, the for-

mation free energy and μEX must be determined for both species.

Since these chemical potentials are dependent upon the alkali compo-

sition, this process must be repeated for each cation composition.

2.2 | Formation free energy computation

The computation of enthalpies and free energies of formation using

ab initio methods has been addressed in the literature using the

method summarized here.40-43 The enthalpy of formation at a given

temperature (T) for a chemical species (X) can be expressed as the dif-

ference between the enthalpy of the molecule and the enthalpy of

the reference state for each atom in the molecule.

Δ fH
0
X Tð Þ=HX Tð Þ−

Xn
i=1

Href,i Tð Þ ð11Þ

One can obtain a more practical expression by expanding Equa-

tion (11) as

ΔfH
0
X Tð Þ=Hinc

X T−0ð Þ+ E0,X + EZPE,X−
Xn
i=1

E0,atm, i +
Xn
i=1

ΔfH
0
i 0ð Þ

−
Xn
i=1

Hinc
ref, i T−0ð Þ

ð12Þ

where Hinc
X T−0ð Þ is the enthalpy increment for the molecule from 0 K

to a temperature T, E0, X is the molecular energy at 0 K, EZPE, X is the

zero-point vibrational energy, E0, atm, i is the energy of atom i at 0 K,

Δ fH
0
i 0ð Þ is the ideal gas formation enthalpy of atom i at 0 K, and

Hinc
ref,i T−0ð Þ is the enthalpy increment for the atom i from 0 K to a tem-

perature T. Values for the atomic energies are obtained in their most

stable state, for example, the triplet state for an isolated oxygen atom.

3 of 10 YOUNG ET AL.



Values for Δ fH
0
i 0ð Þ and Hinc

ref,i T−0ð Þ are taken from the NIST-JANAF

thermochemical tables34 and all other quantities in Equation (12) are

determined from ab initio simulations. Note that if the chemical com-

ponent under consideration is an ion, one should take into account

(add/subtract for cation/anion) the reference state enthalpy incre-

ment of an electron gas.

The free energy of formation at a given temperature (T) for a

chemical species (X) is then computed as in Equation (13).

Δ fG
0
X Tð Þ=Δ fH

0
X Tð Þ−T SX−

Xn
i=1

Sref,i

 !
ð13Þ

Here, we can directly adopt the absolute entropy values (Sref, i)

from the NIST-JANAF thermochemical tables34 because they use the

same reference state for entropy as the ab initio calculations. The

entropy of a molecule (SX) is computed by the following equation:

SX =
HX−GX

T
ð14Þ

where HX and GX are the enthalpy and free energy of the molecule at

temperature T obtained from quantum chemical calculations. Once

again, in the case of an ion, the reference state entropy of an electron

gas must be incorporated (added/subtracted for cation/anion) into

the entropy difference in Equation (13).

Here, we have employed a series of quantum chemical methods

to compute enthalpy and free energy of formation, including density

functional theory (DFT), coupled-cluster theory (CCSD), Møller-

Plesset (MP2) perturbation theory, and a number of Gaussian com-

pound theories. All gas-phase quantum chemical calculations are per-

formed using the Gaussian16 program.44 A comparison of

performance against experimental measurements for all these

methods is provided in Figure 1.

As evident from Figure 1, formation free energies computed using

the B3LYP and MP2 methods show large deviations from experiment.

We observe that the predictions at the CCSD(T)/aug-cc-pVQZ level

are also deficient, exhibiting large differences (with errors up to

~40 kJ/mol) compared to experimental values. The poor performance

of coupled-cluster theory compared to a method such as B3LYP does

not guarantee that CCSD(T) is a bad choice overall in computing for-

mation free energies when compared to B3LYP. This is true for just a

couple of systems (H2O and OH−) studied here. In order to obtain a

quantitative comparison of the accuracy of these methods, one has to

study a large set of molecules/ions and then compare their average

deviation from the experiment, as discussed by Allison et al.43 On the

other hand, calculations performed at the CBS-QB3 level provide a

better estimation of formation free energy with a maximum deviation

from experiment less than 10 kJ/mol. Many recent literature reports

have shown that Gaussian compound theories (Gaussian-x) perform

exceptionally well in predicting enthalpies of formation for aromatic

hydrocarbon compounds and a number of related functionalized mol-

ecules.41,43 Thus, we have also tested the predictions of different

Gaussian compound methods. As evident from Figure 1, the

performance of these compound theories is superior to methods like

B3LYP, MP2, CCSD(T), and at times CBS-QB3. A possible justification

for these observations could be the fact that the Gaussian-x model

chemistries include a series of empirical correction terms to obtain

molecular energies to high accuracy. The interested reader is directed

to the work of Curtiss et al for additional details.45 Among the differ-

ent Gaussian-x methods tested, G3MP2 displays the lowest error

between the calculated and experimental data, and is used for all

quantum chemical calculations in this work. The formation free energy

of CO2−
3 obtained at the G3MP2 level is −130.12 kJ/mol at 923.15K.

All the thermochemical values for the different species investigated

here are provided in Table S4.

2.3 | Excess chemical potential calculation

To calculate the excess chemical potential, we split it into two parts:

μEX = μEXvdW + μEXCoul ð15Þ

where μEXCoul is the excess chemical potential due to the Coulomb inter-

actions, and μEXvdW is the excess chemical potential from the

Buckingham part of the potential. The excess chemical potentials for

the carbonate and hydroxide ions are calculated from the free energy

change of an ion insertion. This free energy change is determined

using Bennett's Acceptance Ratio.46

The insertion occurs over two stages, corresponding to the two

parts of the excess chemical potential in Equation (15). The interaction

of the inserted ion (i) with the other atoms (j) in the system is given by

Equation (16).

F IGURE 1 Difference in free energy of formation between
experiment and quantum chemical calculations performed at different
levels of theory. The comparison is done at 298 K and 1 bar [Color
figure can be viewed at wileyonlinelibrary.com]
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Uij = λAAe
−Brij −λC

C

r6ij
+ λq

qiq j

4πϵ0rij
ð16Þ

First, the repulsive part of Buckingham interactions of the

inserted ion are turned on by scaling the A parameter exponentially in

11 steps as:

λA =
e10λ−1
e10−1

ð17Þ

where λ is tuned linearly from 0 to 1 in 11 steps: λ = {0,0.1,

…,0.9,1}. This scaling ensures that the inserted ion has a soft core

and no discontinuities occur. The attractive part of the Buckingham

interactions are then added by scaling the C parameter linearly in

six steps by λC, where λC = {0,0.2, …,0.8,1}. Together, the free

energy change of the system over these 16 steps sums up to μEXvdW.

Subsequently, the Coulomb interactions are added in 21 steps, with

the charge on the inserted ion scaled by λq = {0,0.11,0.22, …,

0.55,0.6,0.65,0.7,0.725,0.75, …, 1}. The free energy change from

adding the Coulomb interactions sums up to μEXCoul . The number of

steps for each part of the insertion is chosen to ensure that each

ensemble overlaps sufficiently with its neighbors, while also limiting

the computational cost.

Note that in these systems we calculate the chemical potential of

single ions by inserting non-neutral species. The use of Ewald summa-

tions introduces a uniform background charge that keeps the simula-

tion box neutral, but the insertion procedure neglects the free energy

change of the charge crossing the interface between the gas and liq-

uid phases.47 However, the effect of system size will be minimal

because of the high dielectric constant48,49 and this surface term will

cancel out in our calculations when we subtract the chemical potential

of the carbonate and hydroxide ions in Equation (10). We have con-

firmed that inserting a neutral ion-pair (LiOH) and a triplet (Li2CO3)

leads to an equivalent difference between the hydroxide and carbon-

ate chemical potentials.

2.4 | Calculation of dissolved H2O and CO2

concentrations

To test the assumption that a negligible amount of gas is dissolved

in the electrolyte, the concentrations of molecular H2O (xH2O ) and

CO2 (xCO2 ) in the melt were estimated. Although N2 and O2 are also

present in flue gases, because these molecules have no polar bonds

it is expected that their equilibrium concentration will be well below

that of CO2. For calculating xH2O and xCO2 , we again assume that the

dissolved gases are at a low concentration in the melt. Therefore,

their presence does not affect the volume or the chemical potential

of the molten carbonate and hydroxide. This assumption also

implies that the excess chemical potential of H2O and CO2 is not a

function of their concentrations and is equal to the solvation free

energy (ΔGsol
X ). ΔGsol

X can be computed as the free energy change from

inserting one molecule into the molten salt phase.

Under these assumptions, the concentration of the dilute species

follows Henry's law. Equating the chemical potential of the ideal gas

and liquid of some species X gives

RTln
PX
P0

� �
=RTln

NXkT
P0 Vh i
� �

+ΔGsol
X ð18Þ

where Δ fG
0
X cancels. Assuming the species is dilute, the concentration

can be converted to mole fraction (xX) using

NX

Vh i =
xXN
Vh i ≈

xXNsalt

Vh isalt
ð19Þ

where N is the total number of molecules, hVi is the total simulation

volume, Nsalt is the number of carbonate and hydroxide molecules,

and hVisalt is the volume of the carbonate and hydroxide molecules

without any dilute species present. Combining Equations (18) and (19)

yields a linear relationship between xX and PX:

xX =
PXvsalt
RT

exp −
ΔGsol

X

RT

 !
ð20Þ

where vsalt is the molar volume of the pure molten electrolyte.

2.5 | Molecular dynamics simulations

All calculations were performed in the NPT ensemble using the

GROMACS simulation package, v.2018.50,51 A cutoff of 1.0 nm was

used for the non-bonded interactions, and the long-range electrostatic

interactions were treated by using a smooth-particle-mesh Ewald

technique. For the Buckingham interactions, long-range corrections to

energy and pressure were applied. The equations of motion were inte-

grated with a time-step of 1 ps. For computing μEXvdW, we employed an

efficient leap-frog stochastic dynamics (SD) integrator to integrate the

equations of motion. This ensures a better sampling of the states at

which the inserted ion is weakly interacting with the rest of the sys-

tem. On the other hand, to calculate μEXCoul , the equations of motion

were integrated using the leap-frog (MD) algorithm, and the tempera-

ture was controlled using the canonical velocity-rescale thermostat.52

This velocity-rescale thermostat correctly samples the canonical

ensemble and frequently experiences fewer issues with equilibration

of internal degrees of freedom than the Nosé–Hoover approach,53,54

as discussed in Reference 52. The Parrinello–Rahman barostat55 was

applied to control the pressure in all simulations. The O H covalent

bond was constrained via the LINCS constraint-algorithm.

The excess chemical potential simulations were performed with

five alkali cation mixtures to investigate the effect of cation composi-

tion on the chemical reaction equilibrium. The cation compositions

studied are: Li0.4K0.6, Li0.5K0.5, Li0.6K0.4, Li0.5Na0.5, and Na0.5K0.5. The

total number of cations was always held fixed at 1,000, whereas the

carbonate/hydroxide ratio was varied to obtain carbonate mole frac-

tions between 0 and 1. We have chosen more state points with a
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higher fraction of carbonate than hydroxide because these composi-

tions more closely resemble those observed in realistic molten carbon-

ate fuel cells. Details of the simulated systems are summarized in

Table S5–S9. All systems were simulated in their liquid state at

923.15 K except for the Na0.5K0.5 mixture, which was studied at

1,023.15 K due to its higher melting point (�992 K).56

The calculation of dissolved CO2 and H2O was performed for a

cation composition of Li0.6K0.4 at 923.15 K. The systems again con-

sisted of 1,000 cations with a varied concentration of hydroxide and

carbonate.

3 | RESULTS AND DISCUSSION

Figure 2 gives the dependence of the equilibrium composition of the

molten Li0.4K0.6 electrolyte as a function of the partial pressure of

CO2. In these calculations, PH2O is fixed at 0.1 bar, with other inert

components in the gas-phase adding up to a total system pressure of

1 bar. As expected, when PCO2
is near 1 bar, the molten electrolyte is

mostly composed of carbonates, but as PCO2 decreases, the concen-

tration of hydroxide in the melt begins to increase. The error bars in

this figure are of a similar size as the points and show the uncertainty

in the equilibrium PCO2
estimated from five independent simulations

of the chemical potential in the melt. Because of the computational

expense of these calculations, uncertainty is only calculated for this

cation composition. The uncertainty for the other equilibrium curves

shown in Figure 3 should be comparable to that of Figure 2, although

greater by
ffiffiffi
5

p
times because only one simulation is performed at each

composition.

Figure 3 presents the chemical reaction equilibria for five differ-

ent cation compositions as a function of PCO2
with PH2O constant at

0.1 bar. Corresponding values of the chemical potential of CO2−
3 and

OH− as a function of hydroxide concentration are provided in

Tables S5–S9. Our results indicate that increasing lithium concentra-

tion increases the amount of hydroxide in the melt, while changing

the cations from Li+ to Na+ to K+ reduces the hydroxide fraction. This

observation can be justified in terms of the “Hard-Soft Acid–Base”

(HSAB) theory57-59 which explains that soft acids or bases tend to be

large and polarizable, while hard acids or bases are small and non-

polarizable. The theory states that hard acids prefer to bond with hard

F IGURE 2 Chemical reaction equilibrium for a cation composition
of 40% Li+ and 60% K+ at 923.15 K and a total pressure of 1 bar. PH2O

is constant at 0.1 bar. The lines show fits of the three component
Wilson equation60 to the simulation results. The y-axis displays the
mole fractions of the neutral salts where M represents a cation. The
error bars show one standard error in the mean and are not displayed
when smaller than the point [Color figure can be viewed at
wileyonlinelibrary.com]

F IGURE 3 Equilibrium concentration of hydroxide for different
cation compositions. All results are at 923.15 K and a total pressure of
1 bar, except for that of Na0.5K0.5 which is at 1023.15 K. PH2O is
constant at 0.1 bar. The lines show fits of the three-component
Wilson equation60 to the simulation results. The y-axis displays the
mole fraction of the neutral hydroxide salt where M represents a
cation [Color figure can be viewed at wileyonlinelibrary.com]
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bases, and correspondingly soft acids prefer to bond with soft bases.

In HSAB theory, OH− is a hard anion while CO2−
3 is a softer anion.

Thus, hydroxide is more stable in the presence of the harder, smaller

cations, such as Li+. Melts with more lithium have the highest hydrox-

ide concentration, while melts with more potassium have the highest

carbonate concentration.

The simulation results in Figures 2 and 3 are fit with a three-

component Wilson activity coefficient model.60 The fit parameters

and the reference state chemical potentials are given in Tables S10

and S11. This model is able to accurately capture the single ion activ-

ity coefficient behavior. Because activity coefficients at any concen-

tration can be calculated from this correlation, it is possible to find the

reaction equilibrium at different gas phase compositions and extrapo-

late outside the range of the simulation data.

The experimental ionic conductivities of the investigated alkali car-

bonate mixtures are provided in Table 1.61 The conductivity is highest

for the Li0.5Na0.5 mixture and decreases with increasing concentrations

of larger cations, matching the trend in hydroxide fraction. From the

perspective of ionic conductivity, more lithium and sodium will improve

the fuel cell performance. However, higher Li+ concentrations also lead

to more hydroxide in the melt. Therefore, there is a trade-off between

conductivity and CO2 separation efficiency, meaning that an optimum

cation mixture must be determined for each exact situation.

The assumption that the dissolved concentrations of CO2 and

H2O in the melt are low and will have a negligible effect on the calcu-

lations is tested by calculating their Henry's law constants in the

Li0.6K0.4 carbonate-hydroxide melt. These constants are computed as

a function of hydroxide mole fraction and the results are tabulated in

Table 2. At a given partial pressure the Henry's law constants can be

used to estimate the solubility of a species in a liquid since these two

quantities are directly proportional.

Using the Henry's law constants, the concentrations of dissolved

CO2 and H2O are plotted in Figure 4 as a function of CO2 partial pres-

sure, with the partial pressure of water held fixed at 0.1 bar. We

found that the concentration of water is over two orders of magni-

tude higher than that of CO2 for all partial pressures investigated.

Because water is a polar molecule and has the propensity to form

hydrogen bonds, it is more stable in the melt of ions. As the partial

pressure of CO2 decreases, the amount of CO2 dissolved decreases,

as would be expected. However, the amount of dissolved H2O

increases, due to the increasing fraction of hydroxide in the melt, as

shown in Figure 3.

At the lowest PCO2
(highest OH− concentration) studied, water is

predicted to make up approximately 2 mol% of the melt, if equilibrium

is achieved. This fraction is high enough to break some of the assump-

tions made in the calculation of the dissolved water concentration as

well as the carbonate-hydroxide chemical equilibrium. However, these

majority hydroxide states are unlikely to be present in practical

MCFCs, and the partial breaking of the assumptions does not affect

our main conclusions.

As evident from Table 2 of the SI and Figure 4, CO2 exhibits a

poor solubility in this melt irrespective of the hydroxide mole fraction.

Although there is a low solubility of molecular CO2, the dissolved CO2

can react with the carbonate ions to form pyrocarbonate (C2O
2−
5 ).37

Based on the ab initio molecular dynamics study by Corradini et al,37

the amount of dissolved pyrocarbonate (C2O
2−
5 ) is expected to be sig-

nificant in these electrolytes compared to the fraction of dissolved

CO2. The pyrocarbonate concentration can be estimated by following

a similar approach to that used in this work to determine the dissolvedTABLE 1 Experimental ionic conductivity, σ, of molten alkali
carbonate mixtures at 1,050 K61

System σ (S/m)

Li0.5Na0.5 295

Li0.6K0.4 218

Li0.5K0.5 188

Li0.4K0.6 183

Na0.5K0.5 188

TABLE 2 Henry's law constant (kH, bar
−1) of CO2 and H2O in

Li0.6K0.4 carbonate-hydroxide mixture at 923.15 K and a total
pressure of 1 bar

x−
OH kH(CO2) kH(H2O)

0.80 5.73 × 10−7 2.04 × 10−1

0.60 3.11 × 10−7 5.41 × 10−2

0.40 1.61 × 10−7 1.64 × 10−2

0.20 1.01 × 10−7 3.98 × 10−3

0.10 7.89 × 10−8 1.38 × 10−3

0.05 6.31 × 10−8 6.65 × 10−4

0.01 7.12 × 10−8 3.19 × 10−4

F IGURE 4 Concentration of CO2 and H2O dissolved in
carbonate-hydroxide melt with a cation composition of 60% Li+ and
40% K+ at 923.15 K and a total pressure of 1 bar. PH2O is constant at
0.1 bar [Color figure can be viewed at wileyonlinelibrary.com]
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concentrations of CO2 and H2O, and is a future objective of our

research.

4 | CONCLUSIONS

Our simulations of molten alkali carbonates/hydroxides in equilibrium

with gas phases containing water and carbon dioxide show that a sig-

nificant amount of hydroxide can be present in the electrolyte when

the partial pressure of CO2 is low compared to that of H2O. We also

find that the concentration of dissolved water in the melt is higher

than that of solvated CO2, although these calculation do not take into

consideration potential reactive stabilization of H2O and CO2 with the

anions. At low partial pressures of CO2, the concentration of hydrox-

ide in the melt can be high enough that it may significantly contribute

to oxygen and electron transfer within MCFCs. This could account for

some of the non-carbonate current observed in MCFCs at low cath-

ode CO2 concentration.
13

The equilibrium hydroxide concentration in the melt also depends

on the cation composition, with smaller (harder) cations leading to

more hydroxide in the molten carbonate phase. Therefore, a balance

must be struck between the higher ionic conductivity from smaller

cations and the decrease in CO2 separation due to hydroxide

formation.

There are a number of outstanding questions about the MCFC

electrolyte that warrant further work. The effect of hydroxide on

properties such as the conductivity, viscosity, and transport mecha-

nism is important to understand to improve MCFC electrical effi-

ciency and effectiveness at capturing CO2. Classical force fields are

not able to capture the role of ongoing reactions; however, such

effects can be investigated within an ab initio molecular dynamics

framework. In addition, even though the concentrations of dissolved

molecular CO2 and H2O are small, these gases can react with the

molten carbonate and hydroxide to form more charged species such

as pyrocarbonate and bicarbonate. Furthermore, the oxygen present

in the system may form oxide and other charged oxygen spe-

cies.38,39 To determine the concentrations of these species, models

compatible with those used here for carbonate and hydroxide need

to be developed. These and similar topics will be addressed in

future work.
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